附件

算力强基揭榜行动任务榜单

一、计算

（一）云边端算网协同管理系统

**揭榜任务：**面向云边端多层级算力环境，研发算网协同应用管理系统，设计面向不同应用软件架构的管理机制，支持对不同架构应用软件的统一管理；研发应用软件在算网协同中的自动化构建部署能力，支持应用软件的自动构建和分发部署；研究算网协同应用系统的一体化观测能力，降低运维复杂度，提高复杂应用软件运行的稳定性和可靠性。

**预期目标：**到2026年，研制应用软件管理系统，支持对传统应用软件、云原生应用软件、AI应用软件、大数据应用软件等不少于5种应用软件的全生命周期管理。研究基于算网协同的分布式构建和部署技术，支持上述应用软件的自动分发和跨算力节点部署，实现零人工介入。研发算网应用一体化观测功能，具备白盒化动态分析以及智能故障根因定位能力。在不少于3个行业完成试点验证。

（二）支持超大规模参数模型的训推一体化异构智算平台

**揭榜任务：**面向人工智能大模型训练和推理对计算资源的需求，研发支持超大规模参数模型的训练、推理一体化智算平台，包括资源调度策略、训推加速套件等，并可支持多种硬件架构，屏蔽底层硬件差异，提升超大规模模型在训练、推理过程中稳定性、资源利用率和运行效率。

**预期目标：**到2026年，研发一套支持万亿参数模型的超大规模训推一体化智算平台，万卡环境下稳定训练时间不低于30天，有效训练时长不低于95%，训练效率较当前主流水平提升不低于30%，推理效率提升不低于50%。支持主流深度学习框架，兼容多种硬件架构，并提供统一的编程接口和开发环境，实现不低于10个行业用户的落地验证。

（三）异构算力跨域任务编排系统

**揭榜任务：**针对跨域异构算力协同，研发跨域异构算力管理系统，实现跨域异构算力的管理和应用。研发针对多样性算力的规范化开放互联功能，支持对不同类型的异构算力模型统一抽象封装；研发跨域异构算力的管理功能，支持对跨域异构算力的统一管理和协同；研究跨域多主体算力的安全认证和控制方法，保障跨域协同安全。

**预期目标：**到2026年，研发不少于6种跨域协同调度算法，支持数据处理、函数计算、机器学习等不少于3个场景的计算任务部署，完成不少于5个跨域算力中心的统一管理。研发跨域多主体算力的安全认证方法，支持云边端等不同层级算力协同的安全要求。在不少于2个行业完成试点验证。

（四）训推算力一体机

**揭榜任务：**面向人工智能训练、推理场景，研发基于基础设施即服务（IaaS）和平台即服务（PaaS）的高性能训推一体化解决方案，覆盖对大模型开发训练和部署推理的全流程，包括数据准备、模型训练、模型评测和模型部署。同时，支持大模型加密、攻击防御等能力，解决针对大模型数据泄露、指令攻击等安全问题和风险。

**预期目标：**到2026年，研发支持至少3种指令集芯片的训推一体机，针对至少5个行业开展人工智能训推一体机应用，为用户提供多元化训推一体化服务，并在至少10种不同的场景进行人工智能训推一体机落地。

（五）大规模异构算力集群推理加速技术

**揭榜任务：**研发存储、网络、计算的协同优化技术，通过模型加速、调度加速等方法实现大规模异构算力集群在大模型推理方面的加速，从而支持更大的模型、更长的上下文、更高的性能及更低的能耗，促进算力芯片在大模型推理方面的更好应用。

**预期目标：**到2026年，实现集群有效吞吐量5倍以上提升，实际应用场景中可处理的请求数提升1倍以上，首字延迟性能提升1倍以上，芯片利用率提升50%以上。通过优化算力中心计算、存储、网络的配比以及拓扑结构和系统调度策略，实现千卡以上异构集群在推理加速领域的突破。

二、存储

（六）磁光电融合存储系统

**揭榜任务：**针对单一存储介质难以满足多样化数据存储需求的现状，依托磁、光、电存储在性能、寿命、功耗等方面的差异化特性，将磁、光、电存储技术进行融合，研发磁光电融合存储系统，构建基于固态硬盘（SSD）、机械硬盘（HDD）和光存储的多级存储架构。根据业务特征，将数据保存在不同级别的存储设备中，实现海量数据的集中、统一存储管理，支撑算力中心高效、低碳、安全持续发展。

**预期目标：**到2026年，研发磁、光、电融合存储系统，支持适配分布式文件、分布式块和分布式对象等至少3种存储类型，系统可以根据数据的访问时间、访问频率、文件属性等自定义分级策略，根据业务负载动态调整迁移。系统可通过介质安全、系统安全、软件安全等夯实底层安全能力，通过防勒索、加密算法、远程监控、光存储预警检测等增强数据安全能力。打造磁光电融合存储应用示范，完成至少20个业务系统应用，实现至少4个东部地区数据流动至西部磁光电存储系统，且数据存储量不少于10PB。

（七）存储调度管理及应用技术

**揭榜任务：**针对海量数据存储和算力孤岛问题，研发跨域多算的存力调度、存网编排和存算网一体化系统，实现数据的智能冷热分级、应用的跨域无感访问等能力，有效降低成本、提高性能和支撑业务。系统具备资源规划、策略调整能力，可优化和调整全网数据存储布局，实现对不断变化的需求的适应。

**预期目标：**到2026年，研制具备高效、可扩展性的存储系统，基于智能算法，对数据进行分析和调度，实现应用无感访问和智能流动。研究存力调度策略，使数据召回率控制在30%以下；研究基于潮汐网络调度算法，实现网络带宽利用率提升50%以上，达到存网一体的目标。集成存储、计算和网络的能力，支持存算网一体化调度，在算力中心资源池落地应用。

三、网络

（八）高性能数据处理器（DPU）

**揭榜任务：**开展基于芯粒（Chiplet）和第五代精简指令集（RISC-V）技术的软硬件一体DPU芯片技术研究，支持算力中心、智算中心、超算中心场景所需的超高带宽和超低时延，突破Chiplet异构芯片封装技术、高速Serdes通信、大规模无损网络拥塞算法、硬件密码算法、高性能虚拟化、硬件可编程等技术，实现基于ARM、X86、RISC-V等异构核心的DPU应用，提升算力中心基础设施处理能力和数据传输能效比。

**预期目标：**到2026年，完成超高性能DPU芯片研发工作，吞吐能力达到400Gbps，单向流量时延不高于30us，支持与国内外主流CPU、GPU芯片平台的适配，支持主流操作系统兼容，支持数据报文硬件处理逻辑可编程。

（九）基于RoCE的智算网络

**揭榜任务：**面向RoCE网络开展设备及管控系统研发，通过提高设备带宽、优化负载均衡算法、强化网络流量规划及运维能力等方式，提升RoCE网络的吞吐量和时延性能。研制新一代智能化管控工具，引入AI大模型能力，简化RoCE网络的部署和配置工作，实现全局、多维度的可视化运维。在网络波动、业务变更、故障等情况下，网络参数自动调整，流量快速切换，从而达到提升网络效率和降低运维成本的目标。

**预期目标：**到2026年，实现新型RoCE网络整体方案的商用部署，网络性能提升10%以上。通过智能化管控及运维工具，网络部署难度大幅降低，运维效率提升50%以上，可支撑更大规模部署和应用。

（十）光交换智算网络技术研究与验证

**揭榜任务：**面向智算集群低功耗、高带宽、低延迟技术需求，开展智算集群光交换组网关键技术研究与验证，重点突破智算集群光交换组网、路由协议适配等关键技术。针对智算集群的功能、性能、可靠性和扩展性等要求，研究光拓扑映射、光电混合路由、多路径负载均衡等技术。

**预期目标：**到2026年，实现支持智算集群的易操作、高可靠、可平滑过渡升级的光网络，支持人工智能等关键业务承载；光交换设备单端口速率支持100GE/400GE/800GE，交换容量弹性可扩展，可支持不少于3种异构算力资源互联，在不少于2个智算集群完成验证，并完成不少于3种智算业务承载验证。

（十一）面向分布式智算中心的网络关键技术研究与验证

**揭榜任务：**针对智算集群从集中式向分布式部署探索的趋势，攻关算力中心间网络技术，研发面向智算中心间的高可靠传输设备，构建智算中心间超大容量、超低时延、超高可靠光电协同网络，实现智算中心高速、可靠互联。

**预期目标：**到2026年，突破智算中心间超大容量、超高可靠网络传输关键技术，研制面向智算中心间网络的传输设备，单波速率不低于1.6Tbps，设备时延不超过30us，支撑分布式智算中心间业务的高可靠传输。

四、应用

（十二）智算中心跨域互联应用

**揭榜任务：**优化人工智能算力基础设施布局，构建跨地域互补、协同算力调度的超大规模人工智能算力服务能力。加强与人工智能芯片厂商的兼容适配，构筑大规模高性能异构算力池，提供面向大模型训推场景深度优化的弹性调度、弹性容错、高资源利用率的人工智能算力服务。

**预期目标：**到2026年，形成覆盖5个以上全国重点算力枢纽节点的人工智能算力中心，支持跨地域、跨云的算力需求感知和动态调度，完成3款以上算力芯片适配，聚焦大模型训练和推理场景，构建大规模、高性能、弹性调度、高容错的训推一体算力资源池，具备分钟级断点续训能力，支持万卡级别并行训练。

（十三）算力电力协同应用

**揭榜任务：**研发基于算力调度技术与能源大模型的多云异构算电协同管理平台，构建基于数据驱动的算力集群用电负荷特性模型、基于计算任务的时空转移特性的能源大模型，推动算力预测与调度技术在智算中心应用落地，提升整体资源利用率，基于新能源、新型储能系统开展算力负荷与电力系统的协同优化，实现精准、动态、实时的能源调度与交易，实现算力与电力等能源的深度协同。

**预期目标：**到2026年，实现智算场景下能源与算力全链路的数据穿透及流程整合，构建“算”随“电”动的直接控制及间接引导机制，实现算力需求预测精准度达到70%、集群有效负载率提升25%以上，智算中心整体集群资源利用率提高10%。结合算力集群用电数据、时间周期、气象数据、工作负载等多种因素，实现“电”随“算”用的能源效率优化与算效提升，实现基础设施用能决策精准度85%以上，响应时效性达到提前15分钟响应级别，智算中心整体算力能效水平提升30%，算力中心用电成本降低5%以上。

（十四）大规模通信业务场景中的算力应用

**揭榜任务：**围绕网络功能虚拟化（NFV）系统架构，针对NFV中网络性能、资源利用和灵活展性等方面的挑战，研发面向NFV架构的高性能虚拟化、智能化网络管理和资源编排算法等技术和系统，突破虚拟化层与硬件加速器（如FPGA、DPU、GPU）之间的协同能力。

**预期目标：**到2026年，NFV算力平台系统中实现对虚拟化网络功能的智能调度，支持异构集群部署、动态扩展，资源动态分配，虚拟化资源利用率提升20%以上；支持GPU、FPGA等硬件加速器的虚拟化调度，加速网络处理性能至Tbps以上；支持智能化网络虚拟化功能管理，提升NFV系统的自动化运维能力和管理效能，故障修复时间缩减不低于30%。

五、绿色低碳

（十五）绿色算力技术研究及应用

**揭榜任务：**围绕算力的绿色节能技术突破，面向算力中的任务调度特性、能源使用模式、负载均衡要求等关键要素，研发适应于绿色计算的动态资源调度算法、能耗优化管理系统，以及面向多场景的协同节能机制，突破节能算法的智能化程度，提升算力网络中多节点的能源利用效率。

**预期目标：**到2026年，能耗管理系统实现对算力中心和网络节点的实时监控与节能调度，通过计算节点支持动态调频、动态电压调节，单节点平均能耗降低30%以上，满足AI推理等应用需求。

（十六）企业绿色计算碳感知平台

**揭榜任务：**建立企业算力中心碳排放度量体系，能够实时、精准地统计企业各个算力中心碳排放，并能将碳排放量分摊到不同的业务部门、应用场景和工作负载，实现精细化的碳排放的管理。同时，基于碳排放的数据，实现碳感知调度能力，通过在保证业务体验和连续性的情况下将工作负载调度到更加低碳的算力中心，进一步降低碳排放。

**预期目标：**到2026年，围绕千万核级别跨域的算力中心，构建企业级绿色计算碳感知平台，形成一套行业通用的、可精确度量不同类型工作负载碳排放的技术方法和指标体系，通过生态共建形成绿色度量衡标准体系。构建碳感知调度能力，达到算力中心可再生能源比例30%的目标。

（十七）冷板式液冷原生整机柜服务器

**揭榜任务：**面向新一代液冷算力中心，研发冷板式液冷整机柜，包括液冷服务器节点、无源液冷门等，突破高密算力、多样性算力的散热技术及架构要求，实现支持供电总线、网络互联总线、液冷管路可盲插运维的液冷设备，具备液冷机柜及液冷服务器等多级漏液检测能力，有效降低业务中断范围与损失。

**预期目标：**到2026年，液冷整机柜实现100%液冷散热，制冷PUE低于1.15。整机柜服务器内部实现全盲插设计，管理模块可实现整机柜功耗管理、漏液检测、资产管理等功能；通用算力单柜功率不低于20kW，智能算力单机柜功率不低于30kW，实现不少于500台液冷节点的规模落地应用。

（十八）算力中心节能调优平台

**揭榜任务：**研制高精确度、高仿真效率、多场景覆盖的算力中心PUE仿真平台，突破物理机理模型构建、仿真引擎集群、模型自动生成等关键技术，实现对算力中心不同运行状态下细分时间颗粒度PUE的快速、精准评估。研发基于大数据分析技术的算力中心制冷系统AI节能优化系统，通过自动化数据治理、自动推理等关键技术，准确匹配制冷需求，在满足可靠性要求条件下实现算力中心制冷系统整体动态实时优化，优化算力中心PUE。

**预期目标：**到2026年，支持液冷、水冷等至少2类典型制冷场景进行能效优化，支持制冷系统和配电系统联合仿真，系统可输出不同负载及运行工况条件下的PUE运行曲线、系统设备运行模拟工况等参数，PUE仿真精度达到97%以上。基于能效优化平台，支持AI自动推理，小时级策略自动下发，实现对算力中心能耗的可视、可管、可控。通过AI能效优化，实现算力中心PUE降低5%以上，通过算力中心基础设施与IT联动节能，实现总能耗降低5%以上，在5个以上算力中心落地应用。

（十九）新型制冷系统

**揭榜任务：**研发人工智能节能系统，针对算力中心基础设施的运行调控和环境监测。提出全新自适应算法，突破原有常见算法的局限性，提升数据的分析和处理效果，搭建基于专家经验的人工智能算法数据库，提升包括能耗管理、能源调度、安全监测、故障诊断、辅助运维等功能的节能性、可靠性、经济性。

**预期目标：**到2026年，在满足制冷要求的基础上，提高冷却系统的可靠性和自适应性，提高能源使用效率、水资源使用效率和运维效率，其中节电率提升10%以上。支持冷却系统数据采集、标注、治理、存储，具备系统运行异常告警、告警收敛、自动诊断、远程通信、自动控制等功能，支持冷却系统智能化调优、智能化控制的核心能力，并开展不少于5个实际业务场景所提供的AI节能调优案例。

六、安全可靠

（二十）算力中心智能运维机器人

**揭榜任务：**研发算力中心智能运维机器人以及智能机器人管理平台，基于云边端三层架构，实现智能机器人在多层、多房间楼宇机房内的设备设施识别、多模态环境感知、精准空间定位、智能人机协同、多任务联合调度等方面的技术与算法优化。支撑机器人在算力中心设施运维和IT运营等典型场景的应用，提升巡检质量，促进算力中心运维、运营的降本增效。

**预期目标：**到2026年，实现大型算力中心内智能机器人的多机房、多楼层协同应用部署；机器人巡检任务成功率不低于95%，设备识别准确率达到97%，环境巡检召回率不低于90%，保障算力中心巡检业务持续运行。实现云边端协同调度，支持不同场景下的自主作业，提高任务并发执行效率，促进稳定、安全、可靠、可控的算力中心智能运维体系建设。

（二十一）云边端一体化智能监测平台

**揭榜任务：**开发高性能云边端一体化系统，研发以智能化终端或机器人为硬件载体、以多算法模型融合和平台工具为软件载体的软硬结合的集中监测管理与运维巡检方案。突破多层级自动化运维、多维度诊断、多平台覆盖、多模型量化等关键技术。构建综合运维健康度数字化评估体系与模型，实现算力设施从规划、设计、建设、部署、运行、维护的全生命周期数字化管理。

**预期目标：**到2026年，建立大规模集群的智能化运维能力，设备实现跨平台及系统稳定性风险和安全风险识别能力，综合视频识别技术等，结构化告警收敛推送，准确率超过98%。算力设施全生命周期数字化联动，平台自动化流程推进，实现云端直控覆盖超10栋算力中心，落地数字化算力中心健康度评估，智能化终端或机器人的自驱动巡检，视频流识别与告警的联动，系统的智能化运维问答，并保障业务服务级别协议（SLA）达标率99%以上。

七、其他

（二十二）其他算力领域的特色化技术、产品、服务和平台等，应具有技术先进性，技术成熟度较高，产业化前景较好。

附：1.算力强基揭榜单位推荐表

2.算力强基揭榜单位申报材料

附1

算力强基揭榜单位推荐表

推荐单位（盖章）：

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **序号** | **单位名称** | **任务类别** | **揭榜产品** | **推荐理由** | **联系人** | **联系方式** |
| 1 |  |  |  |  |  |  |
| 2 |  |  |  |  |  |  |
| 3 |  |  |  |  |  |  |
| …… |  |  |  |  |  |  |
| …… |  |  |  |  |  |  |
| …… |  |  |  |  |  |  |
| …… |  |  |  |  |  |  |

注：1、本表由地方、央企等推荐单位填报；

2、推荐单位按优先次序排名；

3、任务类别是指任务榜单中涉及的22个重点任务。

附2

算力强基揭榜单位申报材料

揭榜方向：

揭榜单位： （加盖单位公章）

推荐单位： （加盖单位公章）

申报日期： 年 月 日

填报须知

一、揭榜单位应仔细阅读算力强基揭榜单位申报材料的有关说明，如实、详细地填写每一部分内容。

二、除另有说明外，申报表中栏目不得空缺。申报表要求提供证明材料处，请补充附件。

三、揭榜主体所申报的产品需拥有知识产权，对报送的全部资料真实性负责，对能否按计划完成重点揭榜任务作出有效承诺，并签署企业承诺声明（见“揭榜任务承诺书”模板）。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **一、单位基本情况** | | | | | | |
| 单位名称 |  | | | | | |
| 揭榜负责人 | 姓名 |  | | 职务职称 | |  |
| 邮箱 |  | | 联系方式 | |  |
| 申报联系人 | 姓名 |  | | 联系方式 | |  |
| 邮箱 |  | | 传真 | |  |
| 法定代表人 |  | | | 注册资本  （万元） | |  |
| 单位地址 |  | | | | | |
| 组织机构代码/三证合一码 |  | | | | | |
| 单位性质 | □国有企业 □民营企业 □外资企业 □事业单位  其他（请注明）： | | | | | |
| 是否上市公司 | □否  □是 | | | | | |
| 单位人数 |  | | 研发人员人数 | |  | |
| 揭榜单位简介 | 包括成立时间、主营业务、主要产品、技术实力、发展历程等基本情况，以及所获专利、标准、知识产权、所获竞赛类奖励荣誉等情况（需提供证明材料附后）（本部分内容不超过500字）。 | | | | | |
| 参与单位一 |  | | | | | |
| 参与单位二 |  | | | | | |
| ...... |  | | | | | |
| **二、揭榜任务信息** | | | | | | |
| 揭榜任务方向 | **计算**  □方向1：云边端算网协同管理系统  □方向2：支持超大规模参数模型的训推一体化异构智算平台  □方向3：异构算力跨域任务编排系统  □方向4：训推算力一体机  □方向5：大规模异构算力集群推理加速技术  **存储**  □方向6：磁光电融合存储系统  □方向7：存储调度管理及应用技术  **网络**  □方向8：高性能数据处理器（DPU）  □方向9：基于RoCE的智算网络  □方向10：光交换智算网络技术研究与验证  □方向11：面向分布式智算中心的网络关键技术研究与验证  **应用**  □方向12：智算中心跨域互联应用  □方向13：算力电力协同应用  □方向14：大规模通信业务场景中的算力应用  **绿色低碳**  □方向15：绿色算力技术研究及应用  □方向16：企业绿色计算碳感知平台  □方向17：冷板式液冷原生整机柜服务器  □方向18：算力中心节能调优平台  □方向19：新型制冷系统  **安全可靠**  □方向20：算力中心智能运维机器人  □方向21：云边端一体化智能监测平台  **其他**  □方向22：算力领域的其他技术、产品、服务和平台等 | | | | | |
| 揭榜产品概述 | 包括揭榜产品/服务简介、投融资概况、相关研发和应用水平，2026年预期将达到的技术及产业化应用水平等情况（多个领域产品可分别描述）（不超过1000字） | | | | | |

揭榜任务申报书

一、揭榜任务介绍

（一）揭榜任务名称及简介

（二）适用范围/预期用途

预期的适用范围、应用场景、目标人群等。

（三）任务价值及效益等

包括预期经济效益情况、社会效益以及其他方面等情况。

二、揭榜单位现有基础及相关进展

（一）现有基础

揭榜单位行业地位、科研资质（如高新技术企业、企业技术中心、重点实验室等）、技术基础、人才与团队实力、主要优势等。

揭榜单位创新能力，如获得论文、专利、软件著作权、标准、专著、比赛奖励等。

揭榜负责人资质及工作经验。

项目团队承担国家相关项目情况等。

（二）相关进展

揭榜单位现有技术水平（对比国际先进水平）、创新及应用情况、相关研发人员、资金投入情况等。

三、重点攻关目标及计划

（一）2026年预期目标

主要技术指标、功能指标及性能指标等数值、含义，测试场景及评价方式等。

（二）重点任务攻关计划

时间进度、阶段性任务、细化目标等。

（三）组织保障机制

攻关团队、组织方式、协调机制、产学研用情况（如参与单位工作基础、支撑能力等）、协同创新能力（如团队成员项目合作、联合实验室等）。

（四）潜在问题及应对举措

四、其他相关事项说明

注：任务书篇幅不宜过长，原则上不超过5000字，重点讲述攻关目标及计划部分；如果申报多个领域，请按此模板分别填报任务书。

揭榜单位相关证明材料

1. 揭榜单位研发能力证明材料。（获得专利、标准、知识产权等相关证明材料，承担国家重点研发计划、“揭榜挂帅”等项目的相关证明材料）
2. 揭榜单位相关荣誉证明材料。（高新技术企业、企业技术中心、重点实验室、比赛奖励等相关证明材料）
3. 攻关产品/服务当前性能指标及应用推广效果证明材料。（如第三方测试材料等）

揭榜任务承诺书

根据《工业和信息化部办公厅关于组织开展算力强基揭榜行动的通知》要求，我单位提交了XXX任务参评。

现就有关情况承诺如下：

1. 我单位对所报送的全部资料真实性负责，保证所报送的产品和应用解决方案拥有知识产权，所报送产品和服务符合国家有关法律法规及相关产业政策要求。

2. 我单位所报送的产品和服务符合国家保密规定，未涉及国家秘密、个人隐私和其他敏感信息。

3. 相关材料中的文字和图片已经由我单位审核，确认无误。

我单位对违反上述承诺导致的后果承担全部法律责任。

我单位将根据揭榜工作方案要求，增强大局意识，切实承担主体责任，在揭榜任务实施期间认真组织、重点推进、加强保障，全力完成重点任务攻关，力求在2026年底取得实质进展，达到或超过预期目标。

联 系 人：

联系电话：

法定代表人：（签字）

公司（企业盖章）

2025年 月 日